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and an increase in maximum data queue length for the
lowest delay priority data traffic cells.

5 Conclusion
In order to test various admission control and routing

algorithms proposed for ATM networks using different
traffic models and topologies, we have developed a mod-
ular ATM network simulator that allows us to “plug and
play” with various components and parameters of the
system. We have implemented an admission control algo-
rithm based on the effective bandwidth concept, and eval-
uated the network performance using a wide variety of
parameter settings. Using simulation methods we studied
the relationships between switch buffer size, admission
control schemes and the maximum queue length. Our
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Fig.  6. The average video cell loss rate as a function
of audio coefficients
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Fig.  7. The average audio cell loss rate as a function
of video buffer sizes for an ATM network with output.

results demonstrated that the simple admission scheme we
implemented is effective.
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observed to decrease as the buffer size increases. Further-
more, the cell loss rate is lower for larger audio buffers
since more audio/video traffic can be served.

A number of simulations were performed using var-
ious combinations of admission control coefficients for
calculating the effective bandwidth of the traffic. The max-
imum queue length for the data cells and the average cell
loss rate for the video and audio cells were calculated from
the simulation results. In the simulations, each of the three
types of traffic has an average bandwidth of 16 Mbits/sec.
The buffer sizes for the audio and video traffic are 20 cells
and 60 cells, respectively.

Fig. 5 shows the maximum data queue length as a
function of the audio coefficient. As the value of the audio
coefficient increases, the maximum data queue length

Fig.  2. The maximum data queue length as a function
of video buffer size
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Fig.  3. The average video cell loss rate as a function
of video buffer size.
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increases. Fig. 6 and Fig. 7 illustrates the average cell loss
rate as a function of audio coefficient for video traffic and
audio traffic, respectively. The average cell loss rates for
video and audio traffic decrease as the corresponding coef-
ficients increase.

These phenomena are attributed to the manner in
which admission control coefficients were assigned to the
three types of traffic. To guarantee the QOS for realtime
traffic, higher admission coefficients were assigned to the
audio cells. As the admission control coefficient is
increased, the cell drop rate for the realtime traffic
decreases, while the maximum queue length for the non-
realtime traffic increases. This is due to the fact that
increasingCoeff results in a larger amount of bandwidth
allocated to realtime traffic; hence, a lower cell drop rate
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Fig.  4. The average audio cell loss rate as a function
of video buffer sizes
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Fig.  5. The maximum data queue length as a function
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drop), buffer sizes and a control variable for some well-
known traffic sources (e.g., Poisson, Gaussian, renewal,
Markov fluids). We introduce the concept of effective
bandwidths below.

Let  be the effective bandwidth of a typej source.
According to [7], under suitable mixing conditions, the
effective bandwidth  of a typej source can be expressed
as

. (5)

where

(6)

and  is a small number related to the cell drop rate.

For an identical independent (i.i.d.) Poisson process
with

, (7)

where Xj is a i.i.d. Poisson random variable,

, (8)

where  is the average traffic bandwidth.  is defined as
the admission control coefficient (Coeff)which is deter-
mined by the user. Thus, the effective bandwidth of a type
j source can be expressed as

. (9)

The switch refuses a connection request if the calcu-
lated effective bandwidth exceeds the remaining band-
width on the selected output link, or the estimated delay
recorded in the setup cell plus the expected delay at this
switch exceeds the maximum delay. Each switch estimates
its delay as the mean switch fabric processing time plus a
delay based on the time-averaged output queue length.

4 Experimental Results

4.1 The Experimental ATM Network

The experimental ATM network topology is shown in Fig.
1. Each arrow represents a transmission line with a full-
duplex bandwidth of 155Mbits/sec and one of a variety of
propagation delays. Switch-switch propagation delays are
on the order of 10 , while host-switch line delays are on
the order of 1 .

4.2 Issues for Experimentation

For realtime services, delay is the primary perfor-
mance requirement, while for non-realtime services, reli-
ability is the foremost concern. To satisfy these two
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different requirements, the control scheme used in the sim-
ulations gives higher scheduling priority to realtime
traffic, and low priority to non-realtime traffic. However,
there is no preemptive function, due to the very small
ATM cell size. To increase the reliability of the data
transfer services, large buffer sizes are used. The issues we
investigated are listed below:

• The relationship between buffer size and cell loss rate.

• The maximum buffer size needed to guarantee a low
cell loss rate for data transfer.

• The effect of different coefficients for effective band-
width calculations on overall network performance
(e.g., cell loss).

Because limiting the realtime buffer size places hard
bounds on the maximum delay, and transmission and
propagation delay are very small in high-speed networks,
the end-to-end delay is relatively insignificant in our net-
work, and its effects were not examined in this paper.

4.3 Results and Analysis

A number of simulations using various combinations
of audio and video buffer sizes were performed. Each of
the three types of traffic had an average bandwidth of 16
Mbits/sec, and the admission control coefficients for
audio, video and data were set at 0.5, 0.1 and 0.01, respec-
tively. The network performance was evaluated in terms of
audio/video cell loss rate and maximum data queue length.

Fig. 2 illustrates the maximum data queue length as a
function of video buffer size. As the video buffer size
increases, the maximum data queue length increases. The
reason for this phenomenon is due to our scheduling
scheme: when more realtime traffic is present in the net-
work, data cells must wait in the buffer for a longer period
of time before being served. Note that the maximum data
queue length is larger for smaller audio buffer size values
which correspond to smaller end-to-end delays for the
realtime traffic and thus, higher throughput (the number of
cells per second).

Fig. 3 and Fig. 4 show the cell loss rate as a function
of video buffer size for video traffic and audio traffic,
respectively. From these two figures, the cell loss rate is
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Fig.  1. The experimental ATM network topology.
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video traffic is modeled as a first-order autoregressive
Markov process, as described below [10].

Let  represent the bit rate of a single video
source during thenth frame. A first-order autoregressive
Markov process  is generated by the recursive rela-
tion:

, (1)

where  is a sequence of independent Gaussian
random variables, anda andb are constants. Assume that

 has mean  and variance 1. Further assume that
; thus, the process achieves steady state with large

n. The steady-state average  and discrete autocovari-
ance  are given by [11]

. (2)

. (3)

Based on the experimental data from [10],
bits/pixel and .
Comparing the coefficients in (2) and (3), we obtain

. (4)

In our simulations, we assumed that the transmitted
video packets are signals from video conferences; the
video source generates 30 frames/sec, and there are

 pixels/frame. If the mean number of bits/pixel
 is 0.52, then the average bit rate of the video traffic

is equal to 1.5 Mbits/sec. Video packet and frame lengths
are assumed equal, each with an average length of 6.8
kbytes. The service time for each video packet is a deter-
ministic value equal to 33.33 msec.

3 Routing and Admission Control

3.1 Routing Algorithm

Routing is a central issue in ATM networks. Many
routing algorithms which have been developed for circuit-
switched networks can be applied to ATM networks. In
many cases it is desirable for the routing algorithm to con-
sider the current link utilization before a decision is made.
Some systems use aleast-loaded path approach in which
calls are routed onto the path with the maximum residual
capacity [2]. Other methods include a state-dependent
algorithm which uses areward maximization scheme [5].
In our design, we used a least-hop-count depth-first search
method, because of its simplicity and its adaptability to
congestion conditions.

The routing algorithm adopted in this study consists
of a depth-first search of the network, rooted at the switch
directly connected to the source host. The algorithm suc-
cessively attempts to reach the destination through each
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link by trying the one with the smallest hop count first.
Our rationale for not using something more complex is
that (1) most propagation delays along a given host's links
are likely to be of the same order of magnitude, and (2)
any gateway links (long-haul connections) are unlikely to
lead back to the local network because we limit the total
path length.

In order to limit the total path length while still allow
the use of suboptimal paths, we restrict the depth of the
search to no more than k times the hop count known to the
root switch. In our simulations, k=2 was chosen as the
default value, because a path that utilizes anything worse
than the second-best path is likely to be a poor choice.
This default value (1) limits the amount of time the net-
work spends searching for virtual paths and (2) improves
resource utilization by reducing the number of “bad” paths
found, at the expense of not considering usable paths.

3.2 Admission Control Algorithm

An open and challenging problem for high speed net-
works is the allocation of bandwidth to various services,
such that certain grades of service, e.g., delay constraints
and loss probabilities, are satisfied, and reasonable net-
work utilization is achieved. A brief survey of several pop-
ular bandwidth allocation schemes is given below [8].

In peak rate allocation, incoming calls specify the
maximum rate at which they will enter the network. The
major disadvantage is the wasted bandwidth due to the
bursty nature of the traffic. Inminimum throughput alloca-
tion, calls are guaranteed a percentage of the link band-
width when the switch is congested, and may exceed this
amount when the link is not as busy. The sum of the allo-
cated throughputs is limited to the link bandwidth, and
cells will be discarded if the switch is congested. A limita-
tion of this approach is that it relies ona priori knowledge
of the bandwidth requirement of each incoming call,
which may be unavailable. Another alternative, a variant
of the leaky bucket method, uses the specified values of
peak and average cell rates, along with maximum burst
size. Although its implementation is somewhat complex,
this method attempts to balance performance guarantees
and link utilization [8].

One drawback of using the methods above is that the
relationship between the quality of service and admission
control scheme is not explicitly given. To deal with this
problem, the concept of effective bandwidth may be
applied to the admission control algorithm [7]. The effec-
tive bandwidth of a traffic source is dependent only on the
traffic and the acceptable loss probability. Based on the
effective bandwidth, one can calculate the (minimum)
channel capacity needed to maintain a certain grade of ser-
vice for a single switch. Kesidis,et al. [7] derived the rela-
tionships between the probability of buffer overflow (cell
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Abstract
We have developed an Asynchronous Transfer Mode

(ATM) network simulator to study the relationships
between switch buffer sizes, admission control schemes
and maximum queue length of an experimental network.
The simulations are performed at the ATM cell level.
Traffic generators, network interfaces, and switching ele-
ments are coded as modular building blocks which allow
us to evaluate network performance using different traffic
models, switch configurations and network topologies.
Our results demonstrate the effectiveness of our proposed
admission control scheme based on the concept of effec-
tive bandwidth.
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network simulation.

1 Introduction
After years of extensive research, many important

aspects of Asynchronous Transfer Mode (ATM) networks
(such as admission control and routing algorithms) remain
largely undecided. Because of the complexity of ATM net-
works, the “best” choice is not always obvious, and many
proposed admission control algorithms based on analytical
methods rely on unrealistic assumptions, such as a net-
work with exactly one switch or a single traffic source.

We believe that simulation provides the only viable
tool to understand and compare the performance of the
proposed protocols and algorithms used in ATM networks.
Therefore, we have constructed an ATM network simu-
lator, one that is flexible and modular, to allow experimen-
tation with different algorithms and parameters, and to
address relevant ATM network issues such as call admis-
sion control policies and virtual circuit routing. This simu-
lator has been used to generate experimental results which
correspond to the expected behavior of an ATM network
using an admission control algorithm with various param-
eter settings.

2 Implementation of the ATM Simulator
The ATM network simulator was implemented using

the Ptolemy simulation environment [3], as an extension
of our work on NetPlan[6]. Ptolemy provides many advan-
tages for rapid simulator development: (1) a framework
for writing and coordinating independently-scheduled

basic blocks calledstars, (2) message-based communica-
tions primitives and (3) flexible mechanisms for event
scheduling. These features make Ptolemy well-suited for
network simulation. Because the subjects of our study, the
routing and control algorithms, operate at the cell level,
the simulator is implemented at the cell level, and each
layer in the ATM model is implemented as a separate star
to make the simulator flexible.

2.1 The Switch Model

The current implementation of our ATMSwitch star
models a switch fabric withdisjoint-path topology and
output queueing, an example of which is Knockout [9].
This type of switch is designed to handle the maximum
aggregate input traffic rate, so that no input queuing (and
consequently, head-of-the-line blocking) occurs. For this
reason, such non-blocking space-division fabrics provide
the best delay/throughput performance, given sufficient
space in the output queue [1].

Our switch star assumes one additional facility: prior-
itization of realtime and non-realtime traffic ([4] describes
a switch based on similar ideas). Realtime traffic is always
transmitted before non-realtime traffic. The non-realtime
output queue is set to infinite length, assuming that (in
practice) the switch buffering memory will be adjusted to
produce the maximum tolerable data cell loss rate. The
realtime output queue has a fixed buffer size to place a
hard limit on the maximum queuing delay imposed by the
ATM switch on realtime traffic.

2.2 Traffic Source Model

Three types (audio, video, and data) of traffic sources
have been implemented. The audio traffic is modelled as a
Poisson process; the lengths and interarrival times of each
audio packet are exponentially distributed. The number of
audio packets transmitted during a connection is a random
variable. After a talk session, the system waits a random
time and then begins a new audio transfer. The data source
is modelled similarly as the audio traffic, aside from the
parameter values.

Because variable bit rate video coders exhibit contin-
uous variations in the output, modeling the video source as
a Poisson process would have been inappropriate. Instead,
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